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SUMMARY

Facilities location problem involves the determination of the number, lo.
cation, and size of sources that will, most economically, supply the given set of
destinations with some commodity, material or service. The most classical exam-
‘ples are the determination of the location and the capacity of warehouses, distri-
‘bution centers, communication centers or production facilities. If bach pOSS‘Lble
facility is assumed to be capable of satisfying all of the demand, the problem is
called Simple Plant Location Problem (SPLP). In addition, if the concavity of

the cost function is also assumed, then it is called Concave Cost Simple Plant
Location Problem (CCSPLP)

In this work, the mathematlcal formulatlon of CCSPLP is based ONn a pie.
ca-wise linear concave cost function, and it 1s assumed that there is a possible
facility associated with each linear segment. Then three heuristic solution pro-
cedures for CCSPLP are developed which are the extensions of heuristics deve.

loped for SPLP. These are compared both for the resulting objective values and
-computing times on the ba&s of 44 numerical examples
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1. INTRODUCTION

Facilities location problem involves with the determination of the
number, location, and size of the sources that will, most economically,
supply the given set of destinations with some commothy material, or

service. The most classical examples are the determination of the loca-

tion and the capacity of warehouses. dustr bution centers, communication
centers, or Droducuson facilities, '

Facilitics location problems received a great deal of attention in the
past decade, resulting in the development of various models and algorit-

hms. These models and algorithms may be categorlzed according to var-

ious criteria. Some of these cr;'.tera are as follows:

1— Obj ectuve Cost min mlzartmn or return-on asset

2— Cost function: Linear or concave cost function
- 3— Potential locations: Anywhere (infinite set; i.e. location on a

~ plane) or particular sites (feasible set; le. location on a net-
WOrk)
4— Solution procedure: Optimizing or heuristic (approximate)
5— Planning horizon: One period or multi-period
6— Present sites: To be included or not

7— Capacities: To be included or not

These also represent the basac choices in a 1oca(twn study that face the
uana.ly'st

- This work handles the facilities location problem as follows: Given
a number of demand areas for a certain product, each with a demand
- b; and a number alternative sites Where facilities may be built to satisty
these demands, it is tg be determined where the facilities should be pla-
ced and which demand areas are to be served by a -given facility. The ob-
~ jective is that the sum of the transportation cost and the amortized faci-
lity cost is minimized. This problem is called the Sllmple Plant Location
Problem (SPLP) if no capacity comstraints exist; i.e. one facility can sa-
tisfy all of the demand. If the assumption of the concavity of the cost

function is also added, then it is called the Concave Cost Simple Plant
Location Problem (CCSPLP) '

9. THE -GEN“RAL MODEL

In the mathematical formula‘non of CCSPLP the cost function is
approximated by a piece-wise I'mear concave function, and it is assumed
that there is a facility associated with each linear segment the fixed cost
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b eing determined by extending the segment until it intersects the cost
axis (Figure 1). For emmple facility j is associated with three facilities,
- namely (j,1), (3,2), (i, 3), s nce there are three segments m the cost func-
tion shown on Figure 1. '

' 34 12€:Ib1 ' x(throughput) .

FIGURE 1. The extended productmin (or warehousmg) cost curve for
‘ fac:lhty j with three segmenfts

1.. With the above assumption, the marth-ematlcal f ormulafu on of
COSPLP may be stated as: '

£ % iy

min‘-imize D>
' iel jeJ ksKj '

C

X+ 58 g (1)
ijk ijk  jeJ ksKj o '

- subject to

©

(5)




...,m} = the set of indices of demand areas
...} = the set of indices of proposed facility sites
3 o } = the set of indices of the linear segments in the

I = {11,2
J = {12

K= {12

cost fllIlCtl‘On for facnhty j

C iik - bi (ij + 1 i ) = the total cost of supplying all of the client
= ' i’s demand fr'om facility (j.k)

bi = the demand at are i

tij = the transportation cost of shipping one unit from facility j to
client i
pjk = the ‘ per unit cost of operating faeihty (3.k), _(incl'uding variable _
production costs and administrative costs etc.)
ka = fixed cost of estabhshmg facﬂlty (1,k)
The decision variables are

e if facility (j,k) is opened
y]k {0: otherwise

% ;... = the fraction of client i’s demand to be supplied from
facility (i,k) *

3. SOLUTION PROCEDURES

, ‘Three heuristic programs are developed for solving this particular

class of problems, CCSPLP, which are extensions of heuristics developed
for SPLP. The reason why it is preferred to work with heuristics instead of
exact solution procedures is that both SPLP and COSPLP are integer prog.
ramming problems and the efficiency of exact solution procedures decre-
ase rapidly as the problem size increases. A more mundane reason for
~using heuristic methods is that in solving location problems of this type,
. management is rarely interested in the »smgle optimal solution. Management
- is rather interested in several «good» alternative SOIU_tIQ_‘nS with an assur-
ance that they are not very far from the optimum. Moreover, as the in-
put data to such problems can never be precise, sensitivity analysis be-
comes imperative, which requires that the problem be solved repeatedly. Tt
is therefore necessary that a solution method be computationally effici-
‘ent both in terms of compu;fatiion time and computer storage.
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- The first one of the heuristics proposed is an extension Cornuejols,
Fisher, and Nemhauser (1977) greedy heuristic (CFN greedy heuristic),
the second one is the drop heuristic, and the third one is an extension
of Kuehn and Hamfburger (1963) d‘d hBUI'lSth (KH add heuristic).

3.1. Extensmn of CFN Greedy Heuristﬁc

- The greedy heuristic determines to open the famlltles one after the
other as long as it reduces the total cost by making use of the Langran-
gian dual vamables

The Langrangian relaxation for CCSPLP, based on the m equatmons
gwen in (2) which are weighted by multlphers u, and inserted into the
objective functmn may be eXpreSssed by

L(x,y,u)=z: Pee Koy L e e
1eI ]sJ keK  ijk ijk JjeJ keK
j _ _

Then the problem becomes

 subject to the constraints given in (3), (4), (5), (6).

_ N ow, the gree*dy heurlstlc algorwhm may be stated formally as
| follows :

Step 1 : Let s=1 J'=@g J*= { (G.k) ; jeJ, keK }

o, WA SRR AT - j
and H e ¢ 1l
_ ,1 (J k) &t ik

>, max(O uS —_C )—f
1sI skt AR X .

such that




F=3U{( k) and F=F—{G k) ;k K
. ~{,(Js S).} and. J*=J { Gk )ik K. 3}

I1f|J*|=n go to Step 4, otherwise go to Step 3.

Step 3 : Set s=s+1 For iel, set

-8 ; - $41 ' ‘ S-1

u = min ¢c =u — max (O,u )
-- *»i (@, k)eJ* ool B 1 -
o Go to Step 2
‘Step 4 : The greedy solution is given by
-
5 -0 otherwise
X ——
K _
o o otherwise
Sl =sand 2z = T u — > o

g Bt 3 =1 ]

Here it should be noted that although the set of constraints

SOy v ekl 188 i85 not conS1dered in the algorithm, the solution satisfies
ksK jk * .

ﬁhat condltmn (See Morali (1981) for proof)

L

3 9. Dron Heunstlc

A.lthough the idea is got from the drop heurlshc of Feldman, Leh-
rer, and Ray (1966), the algonthxm proposed here can not be supposed
to be an extension of theirs. In the beginning it is assumed that all the
facilities associated with each seement of the cost function are open: i.e.

~ the algorithm is nmftlahze\d with Z k open fac‘ lities. Then the uneco-
- 3€1 ] : i

nomical facilities are dropped one by one as long as the total cost is redu.

ced. At each iteration for the choice of c105mg a facﬂlty the smallest delta
rule of Khumawala (1972) is utilized.

“In the general step, some of the facﬂltles are determined not to be
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opened and the others are undetermmed X is defined to measure the
-ijk

minimum cost savings for the oﬁ*stomer i that can bé made if facility (k)
- is opened when considered over all undetermined facilities at that itera-
tion. The sum of such minimum savings for facility (j,k) over all customers

minus - the flxed estafblnshment cost for facility (],Ik) - defined by
delta A . ik

If the obtained delta value corresponding to a facility is positive, it
1s decided to keep that facility opened in the terminal solution. Then the
minimum delta among the negative ones is selected to determine the
one to close at that iteration. When the index set of faCﬂltle'S correspon-
dmg to the undetermined ones is empty, it is stopped.

The drop heuristic algorithm may be formalized as follows :

Step 1: Set J0 = 3 JK = { (j,k) ; jeJ , keK N

Step 2 : Compute for all (],k) eJK

A SR i { ma.x(Oc g3
Cifk (5)eJK — { (K ) -
A =% o *
X - igl K . K
Step 3 : Set JK = JK—{ (k) ; A, >0}

JO = JOU ¢ (1.1).0.2),..0ED .4 k+1)
i1} kJ Y A]k >0'}

I1fJK=( go to Step 4: Otherwise choose A =min A
' st (k)eJK Jk

‘\

Set JO=JO U { (s;t) } - Go to Step 2.
Step 4 : The solution is

1 if (k) ¢ JO
Y. = *
Ik 0 otherwise

1 ify =1 and C = mn
jk 1jk (s t) e‘ JO is

0 otherwise

X..
ijk
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3.3- Extension of Kuehn-Hamburger Add Heuristic

As it is done in the algorithm developed by Kuehn and Hamburger
[4] for SPLP, init'alization is made with all facilities closed and then it
is decided to open one aiter the other depending on the greatest cost sa-
vings until no additional facility can be opened without increasing the
total cost. At each iteration the largest omega rule of Khumawala [3] is
used for the choice of opening a facility.

In the general step, some of the facilities are determined to be
opened and some are not to be opened, and the others are undetermi-

ned. Similar to the Aijkin the delta rule, wijk is defined to measure the

minimum savings for supplying customer i that can be made if facility
(j,k) is opened, when considered over all the fixed open facilities at
that iteration. The sum of such savings for facility (j,k) over all custo-
mers minus the fixed establihment cost for facility (j,k) is defined by

- omega, Q.
84, ik

If the obtained omega value corresponding to facility is negative,
then such a facility is decided to be kept closed and eliminated from furt-
her consideration. Then the maximum omega among the positive ones is
selected to determine the facility to be opened at that iteration. When
‘the index set of facilities corre'spoundmg to the undetermined ones 1is

empty, it is stopped. ‘ -

The algorithm may be formally stated as follows:
Step 1': Set J1 = JK = { (k) ; jed ; keKj}‘

Step 2 : Compute for all (3:k)eIK

s = f 4+ 3
jk ik IE-:I ijk
Choose min % = s

(JK)edK - Jk - - st and s!‘ezt‘
J1 = J1 U {(St) }JK = JK—-—- { (sk) keK }
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Step 3 : Compute for all (J';k) eJK

W... = min max (O, c -%c ) iel
ijk e P 1 s
: (s, t) edl o -
Q =3 w —{
‘Step 4 : Set JK = JK — { (j.k) : 2., <0}
IR ) go to Step 5. Otherwise choose

Q max - - Q
st (Il Ik e
Set J1=JlU{( 8} JK=JK— {(sk);kK_)

Go to Step 3.

Step 5 : The terminal solution is

¢ on s & Yo W8 G TR €
M e o R | . (8,D)edl
* i e 4 o otherwise

- 4. COMPUTATIONAL RESULTS AND CONCLUSION

- The three algorithms given above are prog rammed in FORTRAN IV
and run on an IBM 370/138. The computational experiments made on the
test problems may be classified in three groups: '

- (1) The transportation cost table and the demand figures are
kept fixed; assuming that the warehousing cost functions
for every possible location are the same; nineteen diffe-
rent cost functions are tested with m=50, n=24,

(2) The transportation cost, table and the demand figures are
kept fixed, assuming that the warehousing cost functions
for some locations are different from the others; seventeen
different combinations of cost functions are tested with
m=50, n=25 ' ‘ i

(3) The warehousing cost functions for every possible loca-
tion are assumed to be equal and they are fixed; changing
the number of demand centers and the number of possible
facility sites, and relatedly, the transportation cost tables
and demand figures, eight problems are solved.
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~ TABLE 1

~ Heuristic Objective Values for The Test Problems in Group 1

Segments in Extension of CFN Extension of KH

- the cost func. greedy heuristic Drop heuiristic add heuristic
1 933 7571 933 757.1 1100 888.1
884 5721 881 6626 998 352.2
875 359.9 686 621.0 954 584.2
851660.L 852 091.8 903 6242
899 993.0 991 610.6 991 468.2
865 664.6 883 2180 925 8162
959 0208 977 4486 1999 584.2
968 5508 974 9268 999 447.2
s . 575.7 742 1730 751 380.7
301 8381 799 5433 892 816.2
864 672.1 868 959.0 919 816.2
924 6368 955 248.1 955 816.1
801 893.1 906 957.3 939 4977
736 8866 735 7135 736 896.4
833 7214 839 063.6 913 179.2
890 598.0 906 5388 941 179.2
901 598.0 947 3355 950 179.1
914 4742 922 905.5 950 179.1
' 909 262.5

872 940.5 874 313.8

e ——
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TABLE 2

Heuristie Computation Times for Test Problems in Group 1

Segments  Ext. of CFN heuristic Drop heuristicExt. of KH heuristic
in the cost CPU  Mterations CPU iterations CPU  iterations
- func. time . time time f

Y - 9398 16 175.61 42.01 3
22,04 12 19817 14 32.23 3
120.52 S8 1Y 36.62 3
1944 * 21826 18 - 34.28 3
2 s160. . 10 4me % s 8
2752 7 *436.72 75.39 3
2653 6 45087 75.63 3
26.32 6 45122 75.42 3
. 47.88 13 1 162.37 294 52 10
i 6 130048 068 M. 3.
34.22 6 125872 66 13751 g
34.35 6 1 291.01 133.23 3
3423 6 130862 140.60 3
66.24 14 2 48886 82 42510 14
49.24 9 2 327.49 209.39 3
44.80 7 2 44619 210.13 3
4418 - T 2 31870 210.49 3
4199 6 254263 90 20862 3
f 212.20 3

6 2 673.81
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TABLE 3

Heuristic Objective Values for The Test Problems in Group 2

Number of
Different

Segments in
cost funecs. the cost funes heuristic

Extension of
CFN greedy

2

8 22333334 849 8383

(

24

33
3.4
34

2,3,4

2,3,3,4
2,344

3,3,3,4

233344

2,3,3,4,4,4
23,4444

890 567.8

927 489.3
869 970.8

- 869 628.85
772 7308

883 867.5
361 060.05
877 206.5

897 435.75

903 489.3

768 422.6

856 106.6
848 606.5

910 693.3

793 675.8
855 440.4

‘ Extension of
Drop heurist’c KH add '
’ heuristic
895 7855 1 107 692.0
1 110 4930 1 117 5590
872 4638 - .1 075 6170
875 292.5 1 075 617.0
775 851.7 1 065 560.0
875 279.3 1 075 617.0
361 704.5 1 073 187.0
884 294.9 1 075 616.0
897 637.8 1 082 187.0
1 097 149.0 934 179.2
825 212.9 889 179.2
954 646.6 910 1792
764 378.5 773 696.0
823 911.4 1 061 187.0
850 2344 1 083 274.0
933 989.9 1 115 559.0
739 340.9 1 066 187.0



Number of Segments

Different

_ cost func.

2

- TABLE 4
Heur:stic ‘Computation Times for The Test Problems in Group 2.

Ext. of CFN , Ext. of KH
heuristic D-I_fop heuristic heuristic
in the cost CPU Iterations CPU  Itera- CPU  Itera-
functions time time  tdons tix_l_ne tions

2.3, 32.50 78642 53 13416 2
129.40 703.81 40 - 13821 2
24 ' '37.26 ] 29826 65 17479 2
3550 1 31409 66 171.06 2

88 M6 141 32250 ° 60: 15780 2
34 4029 1 91637 79 20255 2
44 4520 232208 189 36251 2
4447 6 2 53672 91 38126 2

934 . - 3412 6 1 28071 £ M3 2
9834 3193 5 138160 51 12448 3
2344 . 4987 13 159678 57 15771 8
8822 7 163847 58 15666 3
3334  4640. 11 1 90361 66 27543 2
233344 4665 11 245402 66 23412 2

933444 4379 9 2 67351 73 25561

234444 4863 10 2 30345 67 27623 2
39.04 1 82016 36 19696 2

8 22333334
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h " TABLE 5
Heuristic Objective Values for The Test Problems in Group 3

e g R

Pos.ISbela Demand = Extension of D Shasia ety
facility  centers CFN greedy  Drop heuristic Y
2ieh . ‘add heuristic
sites (n) (m) - heuristic - ~ _
10 20 108 658 8551 108 533 900. 108 533 900
50 282 770 2012 282 580 700. 282 765 500.
70 404 298 688.6 404 066 300. 404 280 800.
100 608 814 300.0 608 525 500 608 799 900
20. 67 255 6772 67 172 280. 67 254 750.
50 179 401 1100 179 143 200. 179 395 600.
70 257 122 7246 256 803 000. 257 112 900.
100 378 157 4438 377 749 500. 378 149 100.
TABLE 6

Heuristic Computation Times for The Test Problems in Group 3

Ext. of KH

" Possible LU et o OFN

facilitty Demand heuristic Drop heuristic heuristie
sites  centers CPU itera:__“ CPU itera- CPU itera-
(n) , (m) time tions time  tions time tions
i - . $98 10 1597 10 1842 10
' 50 - 1018 - 106 3709 ' B 191 1
70  13.50 10 3504 10 - #9078 10
W0 1880 - 10 W W W2 .
20 883 1 Bl B B0 1
50 2511 19 16900 22 16998 19
70 3425 20 24234 25 25407 20
100 97 41789 20

47.90 20 314.57
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In all these expenments the result could not be compared with exact
optimum solutions, because obtaining exact solutions were almost im-
posible with the available techniques. In the first two groups of experi-
ments, the transportation cost table which Kuehn and Hamburger (1963)
have used in their original work is employed, since their test pmblems _
have been commonly used by several researchers (see Sa’ (1969), Khu-
mawala (1972), Morali (1981)). In the last group of expenments the ne-

cessary cata is generated by. random number generation from uniform
distribution. ‘

The result obtained from the computational experiments are shown
Tables 1 to 6. The ebservatlons from these tables may be stated as follows:

1) The ob]ectlve values obtained by the extension of CFN greedy
heuristic and the drop heuristic are very close to each other one being

less than the other or vice verse, but 30 in 44 problems the former gives
smaller objective values than the latter (see tables 1,3,5)

5 5 The objective Values obtained by the extensmn of the KH add
: heurlstlc 1s always the greatest (see twbles 1 3 9) -

3) There is always a certain order in CPU times; drop heunstic has
_ the longest, the extension of CFN greedy heuristic has the smallest and

the extension of K.H add heuristic has in between fthe others for m=>50,
n=24 .

4) Smce the drop heumstlc assumes that all the facilities are open
in the beginning and drop one by one until it reaches the solution, the
number of iterations and relatedly the CPU time is an increasing functi-
on of the number of possible facility sites (see table 6)-

5) When the nru.mrbe‘r' of iterations are aqual for all three heuris-
tics, extension of CFN greedy heuristic again has the smallest CPU tlme
: bufc the order changes for the ohhers (see table 6).

6) When the warehousmg cost functions and the number of possib-
le facility sites are fixed; CPU time is an increasing function of the num-
ber of demand centers for all three heur‘lstms (see bahle 6). '

N The CPU time for all three heuristics is an i‘ncreasing function

of the number of possible facility sites when cost functons and the num-
ber of demand centers are kept fixed (see table 6).

— ) ‘e
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KONKAV MALIYETLI YALIN KURULUS YERI PROBLEMI
iCIN UC ALTERNATIF YAKLASIK GOZUM YONTEMI

~ Kurulus yeri secimi problemi, verilen bir hedefler setinin mal veya hizmet
taleplerini en ekonomik bicimde karsilamak tizere, kaynaklarin sayi, yer ve bu.
~yiikliiklerinin belirlenmesi ile ilgilidir. En klasik ornekler toptancilarin, dagitim
merkezlerinin veya iiretim merkezlerinin kurulug yerlerinin ve kapasitelerinin
belirlenmesidir. Eger her olablhr kurulus icin biitiin talebi karsilayabilecegi var-
 sayimi yapilirsa, problem Yalin Kurulus Yeri Problemi (YKYP) olarak adlan-
- dirnlmaktadir. Ayrica, maliyet fonksiyonunun konkavlig: varsayimi eklenirse,
probleme Konkav Maliyetli Yalin Kurulus Yeri Problemi (KMYKYP) ad1 veril-
mektedlr e

Bu c;ahsmada KMYKYP’'nin matesrnatlksel formiilasyonu parcali dogrusal
konkav maliyet fonksivonuna dayandirilmistir ve her dogrusal parcaya bir ku-
rulusun karsilik geldigi varsayilmistir. Daha sonra YKYP icin gelistirilmis yak-
lasik ¢oziim algoritmalar; genigletilerek KMYKYP icin ii¢ yaklasik ¢oziim algo-
‘ritmas; geligtirilmistir, Bunlar 44 sayisal ornek 1izerinde denenerek amac fonksi._

yonlarinin aldig: degerler ve hesaplama siiresine bagli olarak kargilastiriimisgtir.
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