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HOW TO ESTIMATE LONG-RUN RELATIONSHIPS IN ECONOMICS:
AN OVERVIEW OF RECENT DEVELOPMENTS '

Utku Utkulu®
ABSTRACT

This paper provides an overview of an itnportant and relatively recent
approaches to estimate long-run economic relationships using ‘cointegration’, a
technique becoming widely used in macroeconomic modelling. The appeal of the
cointegration analysis is that it simply provides an effective formal framework for
estimating (also testing and modelling) long-run economic relationsh ips from time-
series data. The paper is selective in nature. In particular, it describes the estimation
procedures of those which have become increasingly popular in the recent applied

literature.

L. Introduction

Nonstationary (trended) time-series data can be regarded as potentially a
‘major problem for empirical econometrics. It is well known that trends, either
stochastic or deterministic, may cause spurious regressions, uninterpretable
 student-t values and other statistics, goodness of fit measures which are ‘too high’
and, as a rule, make regression results rather difficult to evaluate. However, most
macroeconomic time-series are subject to some type of trend. Some researchers

. have suggested a remedy, namely to difference a series successively until

stationary is achieved. Nevertheless, it has been proved that differencing’ results
in a loss of some valuable long-run information in the data.

A real breakthrough in the time-series econometrics came with the concept
of ‘cointegration’ in the early 1980s. The concept was first introduced by
Granger (1981). Afterwards, Engle and Granger (1987), in their seminal paper,
provided a firm theoretical base for representation, testing, estimating and
modeling of cointegrated nonstationary time-series variables. Since then, there
has been an explosion of research on cointegration and related fields (for a recent
survey on the subject, see e.g. Utkulu (1994)). Comtegration analysis allows
nonstationary data to be used so that spurious results are avoided. It also provides
applied econometricians an effective formal framework for testing and estimating
long-run models from actual time-series data. '

Some recent developments in estimating long-run economic rel ationships
are discussed in the next section briefly. Section III examines some of the
alternative approaches. Final section draws some conclusions.

) Dr., Ass. Prof. Dokuz Eyliil University, Economics Department.
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1. Recent Developments

The existence of cointegration between, say, two macroeconomic variables
implies “a true long-run economic relationship” which prevents the residuals (see
equation 1) becoming larger and larger in the long-run. A number of different
methods for estimating the long-run equation and the short-run error-correction
model (ECM) are suggested in the literature. Such models currently represent the
most attracted approach to cases where researchers seek to incorporate both the
economic theory and relating to the long-run (equilibrium) relationship between
variables, and short-run adjustment (disequilibrium) behavior. Among these
various different approaches, the Engle-Granger (EG) type of static long-run
regression has become a widely applied method since it was introduced by Engle
and Granger (1987). Some suggest that the estimates of the EG type static long-
run ordinary-least-squares (OLS) regression parameters are both consistent and
highly efficient (see e.g. Stock (1987)). The EG static long-run regression has not
gone unchallenged. For instance, Banerjee ef al. (1986) stress that ignoring the

iagged terms in small samples i1s likely to create a bias in the estimated
parameters.’

In an attempt to estimate alternative cointegrating regressions, many have
been interested in adding dynamic (either differences or lags) components (see
e.g. Charemza and Deadman (1992), Cuthbertson et al. (1992), Inder (1993),
Phillips and Loretan (1991), Saikkonen (1991), Wickens and Breusch (1988)).
Others have been more concemed with the appropriate corrections and
modifications to the static parameter estimates (see e.g. Engle and Yoo (1991),
Park and Phillips (1988), Phillips and Hansen (1990), West (1988)). Since these
two groups of critics emphasize different aspects of the problem, they naturally
lead to different solutions. Some (see e.g. Banerjee ef al. (1986)) favor for
estimating long-run parameters in an unrestricted error-correction model (ECM)
form imncorporating all the dynamic components, while others (see e.g. Phillips
and Hansen (1990)) advocate the use of some corrections to the OLS estimator to
eliminate the bias (Phillips and Hansen call this ‘the modified OLS estimator’).

In a'recent Monte Carlo study, Inder (1993) contributes to the debate by
comparing various .estimators of the long-run parameters. It is suggested that

' The findings of Banerjee ef al. (1986) have two important implications. First, R? is only
important as an indicator of the degree of bias of the estimates. They show that the bias is large
when R’ is considerably less than one. The also suggest that the EGM should be completed in
an extra confirming step by that the residuals of the estimated short-run equation are stationary.
Second, R? might have a role as a guide for choosing the appropriate correction for the bias. The
closer the R? to one is the less bias and the more appropriate correction. Also Blough (1988) is
concemed about the low power of the cointegration tests in small samples. The results of

Blangiewicz and Charemza (1990) are, however, more promising as regards the power of
comtegration tests in small samples. '
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estimates which include the dynamics are much more reliable, even if the
dynamic structure is overspecified. In addition, Inder criticizes the Phillips-
Hansen paper (Phillips and Hansen (1990)), which puts a strong case for the
modified-OLS (1.e. the semiparametric correction applied to OLS estimates) in
preference to the unrestricted error-correction model estimator. Instead, he
proposes the fully-modified unrestricted error-correction model estimator which
gives precise estimates and valid t-statistics even in the presence of endogenous
explanatory vanables (for full details of the estimators, see Inder (1993), Phillips
and Hansen (1990)).

In addition to these single equation-based approaches to estimate the long-
run equilibrium, Johansen (1988, 1991) and Johansen and Juselius (1990)
provide a systems-based approach. The main advantage of the Johansen
Maximum Likelihood (ML) method is that it enables one to determine the
number of existing cointegrating (i.e. long-run) relationships among the variables
in hand. It 1s important to note that single equation-based approaches assume the
uniqueness of the cointegrating vector. Some of the considerable methods used in
the literature are assessed in the following section.’

[Ii. Some Alternative Approaches to Estimate Long-run Relationships in
Economics '

A. The Engle-Granger Two-Step Modeling Method (EGM

Among a number of altemative methods, the EGM, originally suggested
by Engle and Granger (1987), has received a great deal of attention in recent
years. One of its benefits 1s that the long-run equilibrium relationship (i.e. the
cointegrating regression) can be modeled by a straightforward regression
involving the levels of the vanables. In the first step, all dynamics are ignored and
the cointegrating regression is estimated by the OLS. Let us now write the long-

run (cointegrating) regression:”
Ct we BYt + Uy (1)

where both Ct and Yt are nonstationary variables and integrated of order one
(1e. C; ~I(1) and Y, ~I(1)). In order for C; and Y, to be cointegrated, the
necessary condition 1s that the estimated residuals from Eq. (1) should be
stationary (1.e. u; ~ 1(0)). Since the variables in Eq. (1) are nonstationary (which
causes the famous ‘spurious regression problem’!), one should place little faith in
the standard error estimates (and thus t-statistics) in the cointegrating regressidn.

* For extensive reviews on the field, see especially Inder (1993), Phillips and Loretan (1991).
? Here, for simplicity, we are only concerned with the two-variable case. Extension for
multivariate case is straightforward.
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Therefore, little importance can be attributed to the standard statistical tests on R’
or t-statistics of the estimated coefficients unless a correction procedure is
employed to eliminate the bias. Different types of corrections are reported by

Engle and Yoo (1991) Park and Phillips (1988), Phillips and Hansen (1990) and
West (1988).

The_second step involves estimating a short-run model with an error-
correction mechanism (ECM) by the OLS. According to the Granger
Representation Theorem (GRT), if a number of vanables, such as C; and Y,, are

cointegrated, then there will exist an ECM relating these variables and vice versa.
Conditional on finding cointegration between C, and Y,, the estimate of § from
the first step long-run regression (1) may then be imposed on the following sort-
run model with the remaining parameters being consistently estimated by the
OLS. In other words, we retrieve the estimate of B from Eq. (1), and insert it in

place of P in the error-correction term (Ct-BYt) in the following short-run
equation:

AC, =AY+ o(C-BY). + & (2)

where A represents first-differences and et is the error term. Altematively,

in practice, since C-BY, = u,, one can substitute the estimated residuals from Eq.
(1) in place of the error-correction term, as the two will be identical. Note that the
estimated coefficient o, in the short-run Eq. (2) should have a negative sign and
be statistically significant. Note also that, to avoid an explosive process, the
coefficient should take a value between -1 and 0. According to the GRT, negative
and statistically significant o, is a necessary condition for the variables in hand to

- be cointegrated. In practice, this 1s regarded as an convincing evidence and
confirmation for the existence of cointegration found in the first step. It is also
important to note that, in the second step of the EGM, there is no danger of

estimating a spurious regression because of the stationarity of the variables
ensured. Combinations of the two steps then provides a model incorporating both
the static long-run and the dynamic short-run components.

To" summarize the EGM, estimate Eq. (1) by the OLS and test for
stationarty of the error terms in the first step. In the second step, if the null
hypothesis of no cointegration is rejected, estimate Eq. (2) by replacing B by its
previously computed OLS estimate B in the error-correction term (C,-Y,) or
simply substituting the estimated residuals (u,) in place of (C,-BY,). In practice,
most practitioners seem to prefer the latter one due to its simplicity. In the second

step, all vanables and the residuals are supposed to be stationary provided the
model properly specified.
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B. The Engle-Yoo Three-Step Modeling Method (EYM)

Engle and Yoo (1991) propose a three-step estimation technique to
overcome two of the main disadvantages of the classical two-step EGM. The two
major shortcomings of the EGM are: i) although the long-run static regression
gtves consistent estimates, they may not be fully efficient, ii) due to nonnormality
of the distribution of the estimators of the cointegrating vector, no sensible
judgment can be made about the significance of the parameters.

The third step corrects the parameter estimates of the first step so that
standard tests, such as t-test, can be applied (for further details, see Engle and
Yoo (1991), Cuthbertson ef al. (1992)). The three steps are then: first, estimate a
standard cointegrating regression of the form Eq. (1), where ut is the OLS
residual to give first-step estimates of B, i.e. P*. Then, estimate a second-step
dynamic model of the form Eq. (2) using the lagged residuals from the

cointegrating regression as an error-correction term. The third step, then consists
of the regression -

& = N(-aYy) + v, (3)
The appropriate correction for the first-step estimates is, then. simply
Beor =P +1 (4)

and the correct standard errors for B, are given by the standard errors for
n 1n the third-step regression.

Engle and Yoo (1991) compare the EGM with the Johansen ML
procedure. They emphasize that although the Johansen method has some
advantages over the standard EGM, this can be reached at the cost of
computational complexity. However, the three-step estimator achieves the same

himiting distribution as the Johansen approach in an additional OLS regression
from the two-step estimate.

C. The Saikkonen Method

Banerjee er al. (1986) stress that ignoring the lagged terms in small
samples is likely to create a bias in the estimated parameters. As noted earlier, in
an attempt to estimate alternative cointegrating regressions, many have been
interested in adding dynamic components (in the form of lags, leads or
differences) to avoid the bias (for details, see Inder (1993), Phillips and Loretan
(1991), Saikkonen (1991); also for the use of Autoregressive Distributed Lag

(ADL) models in estimating the long-run relationships, see Charemza and
Deadman (1992, 157-8)).
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Among those, Saikkonen (1991) suggests a new asymptotically efficient
estimator which is quite straightforward to compute using the OLS without any
initial estimation. In practice, the proposed long-run estimator would take the
following structure (note that the following is a simplified version of the
Saikkonen method) as far as the regression (1) is concemed:

Ci=Bo+ B1Y:+ BAY, + B3AY w4 + € _ (5)

A time domain correction is reached by adding AY,; and AY.,; to the
classical Engle-Granger type static long-run regression of Eq. (1) where A is the
first-difference operator. In Saikkonen’s words (Saikkonen (1991, p.15): “...The
idea is essentially to remove the asymptotic inefficiency of the OLS estimator by
using all the stationary information of the system to explain the short-run
dynamics of the cointegration regression. Increasing the amount of such
stationary information may reduce the relevant error covariance matrix of the
cointegration regression and there by improve the asymptotic efficiency...”.

D. The Johansen Maximum Likelihood (ML) Vector Autore
Method

oressive (VAR

Due to the existence of VAR modeling within the Johansen method
(Johansen (1988, 1991), Johansen and Juselius (1990)), the entire concept of
cointegration becomes more complicated, not only conchtually but also

computationally. Thus, here, we present a simplified version. Let us assume that
the vector of variables Z has the following representation: -

(6)

where Z, contains all n variables of the model and E, is a vector of random
errors. This model can also be represented in the form of

7 = ZAiz,-;+Et
i=}

m—1

AZ:=ZFth-i+HZt-m+Er (7)

i=]

where

l'i=~I+ Ar+.. +Ai (Iis a unit matrix)
— ""‘(I - Al""'...""Am) .

Let us now focus on matrix Il. Matrix IT can be represented in the
following form:

[I=af
where a and B are both nxr matrices.
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Matnx 3 is called the cointegrating matrix whereas matrix o is referred to
as the adjustment matrix or the feedback matrix. The Johansen method provides

not only the direct estimates of the cointegrating vectors but also enables us to
construct tests for the order (or rank) of cointegration, r. It is worth noting that,
in a VAR model explaining N variables, there can be at most r = N-1

cointegrating vectors. It is commonly acknowledged that the statistical properties
of the Johansen procedure are generally better and the comtegrahon test 1s of

single-equation model. Followmg Charemza and Deadman (1992), we believe
that single-equation-based and systems-based methods should be seen
complementaries rather than substitutes. Let us assume that the Johansen results
suggest the existence of unique cointegrating vector. Then, if the estimated
comtgratmg coefficients have economically sensible signs and are roughly
similar in size to those estimated by, say, the EG method, this could be taken

some confirmation of the single-equation model to which the EG method was
appited (for more details, see Charemza and Deadman (1992, 201-2)).

Despite its theoretical advantages and superiority, the Johansen estimating
procedure 1s, in practice, also subject to some shortcomings. First, given the
small sample size, the method cannot be accepted as an appropriate one since the
point estimates obtained for cointegrating vector, B, may not be pamcularly
meamngful Second, some additional problems occur if we do not have a unique

basmally, two ways: either rejecting all but one such cointegrating vectors as

economically meaningless or if the model is consistent with the underlying
economic theory, it should consists of not one but two or more single equations.

In this respect, Phillips and Loretan (1991) favor for the use of equatlon-by-

equation app roach of the smgle-equatlon error-correction model since such a

possibility is not available in complae systems-methods such as the Johansen
approach.”

* The multitude of avallable methods for estimation and inference in cointegrated systems is
confusing and is still no overall a greement about the pre scnptlons for applied econometric
research. However, many of these methods' give particular emphasis on error-correction model

representation, and such models currently represent the most common approach to modeling
comntegrated variables.
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IV. Some Conciuding Remarks

Economic theory is mostly interested in equilibrium conditions and has
little to say about the nature of economic configurations in disequilibrium. While
economic theory proposes that certain macro variables have equilibrium
relationships with each other, the data does not confirm that these hold at all
times. To overcome this difficulty, economists make a distinction between the
short-run and the long-run. The appeal of cointegration is that it provides a
formal framework for testing long-run models from actual time-series data. The
cointegration technique allows nonstationary data to be used so that SpuUrious
regression results are avoided. It also gives the chance to test the validity of an
economic theory. If a postulated economic relationship exists, then the variables
under consideration should be cointegrated. Testing for cointegration is, thus, a
test for the existence of the equilibrium relationship postulated. In a sense, this is
a test whether or not a model is well specified. Contrary to the popular belief
however, the concept of cointegration does not suggest any easy shortcuts in the
construction and estimation of dynamic time-series models in economics (for
various advantages and limitations with the employment of cointegration analysis
in macroeconomic time-series modeling, see e.g. Muscatelli and Hum (1992),
Perman (1991), Maddala (1992, 601-3)).

OZET

Bu makale uzun dénem ekonomik denge iliskilerinin ekonometrik tahmin
ve modellemesinde son yllarda yogun olarak bagvurulan ‘cointegration’
yontemini kullanan son yaklagimlani gézden gegirmekte ve degerlendirmektedir.
(aligmada ilgili literatiirin genisliZi nedeniyle kapsam agisindan  segicl
olunmustur. -
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